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Information diffusion refers to the process about passing certain information from one subject to another. It is a typical and critical phenomenon observed in large scale social networks. To statistically model such a phenomenon, a network diffusion model is proposed and studied. The diffusion process is then investigated under the modeling framework from both the short term and long term perspectives.

To estimate the model, a maximum likelihood estimator and a moment estimator are proposed, whose asymptotic properties are further established. The resulting estimators are manifested to have a reliable finite sample performance and a moment estimator are proposed, whose asymptotic work from both the short term and long term perspectives.

Next, at a given time point $t$ ($1 \leq t \leq T$), a binary variable $Y_{it} \in \{0, 1\}$ is recorded for each node $i$. Define $Y_{it} = 1$ if node $i$ responds to certain information stimulus at time point $t$, and $Y_{it} = 0$ otherwise. Take Twitter-type social network as an example: node $i$ might be exposed to a tweet (i.e., a information stimulus) from its followees. Subsequently, the node should decide to re-tweet (i.e., $Y_{it} = 1$) or not (i.e., $Y_{it} = 0$). Define $Y_t = (Y_{1t}, \ldots, Y_{N_t})^\top \in \mathbb{R}^N$ to be the response vector at time $t$. This leads to the network diffusion process $\{Y_t : 1 \leq t \leq T\}$. The objective of this work is to develop a statistical model to describe the underlying dynamics for $Y_t$.

It is obvious that diffusion is a classical problem of fundamental importance. Accordingly, various diffusion models have been developed. In the seminal work of Bass (1969), potential customers are classified into innovators and imitators. This leads to an elegant differential equation with an analytical solution. In addition, various estimation methods have been discussed for Bass model (Schmittlein and Mahajan, 1982; Srinivasan and Mason, 1986; Kou et al., 2012). The Bass model and its extensions have a large amount of applications in marketing (Goswami, 2001; Van den Bulte and Stremersch, 2004; Rogers, 2010). Despite its popularity, Bass model and its extensions are based on aggregate data. As an alternative, Jun and Park (1999) and Niu (2002) proposed diffusion models at individual level to better understand diffusion process. Later, Yang and Leskovec (2010) and Du et al. (2014) studied the influence function based model where influence function is estimated for each node. Gao et al. (2017) used embedding model for information diffusion prediction.

Nevertheless, the models mentioned above either ignore or bypass network structure. How to include network structure in diffusion model is still open and widely studied. Independent cascade model (Goldenberg, Libai and Muller, 2001) is one of the earliest models incorporating explicit network structure. It assumes each activated node has a chance to activate its neighbors in each step.

1. INTRODUCTION

Diffusion refers to the dynamics concerning passing certain information (or action) from one subject to another (Bass, 1969). Particularly, network diffusion refers to the diffusion occurred on a social network. According to data published by GlobalWebIndex (www.globalwebindex.net), internet users spend 135 minutes every day on social networking. It is conceivable that internet users are now under great exposure to messages posted by others. On social network platform like Twitter, users are influenced by those messages from day to day, and they might re-publish them to others. Empirical study conducted by Zhou et al. (2010) shows that the number of tweets concerning a specific event increases gradually and dies down as the time goes by. The network diffusion process, which is induced by network diffusion, can be mathematically represented as follows.

First, define a network adjacency matrix $A = (a_{ij}) \in \mathbb{R}^{N \times N}$ to describe a static network structure with $N$ nodes, where $a_{ij} = 1$ if node $i$ follows $j$, and $a_{ij} = 0$ otherwise. Following the convention in Zhu et al. (2017), we do not allow self-connected edges, i.e., $a_{ii} = 0$ for $1 \leq i \leq N$. Next, at a given time point $t$ ($1 \leq t \leq T$), a binary variable $Y_{it} \in \{0, 1\}$ is recorded for each node $i$. Define $Y_{it} = 1$ if node $i$ responds to certain information stimulus at time point $t$, and $Y_{it} = 0$ otherwise. Take Twitter-type social network as an example: node $i$ might be exposed to a tweet (i.e., a information stimulus) from its followees. Subsequently, the node should decide to re-tweet (i.e., $Y_{it} = 1$) or not (i.e., $Y_{it} = 0$). Define $Y_t = (Y_{1t}, \ldots, Y_{N_t})^\top \in \mathbb{R}^N$ to be the response vector at time $t$. This leads to the network diffusion process $\{Y_t : 1 \leq t \leq T\}$. The objective of this work is to develop a statistical model to describe the underlying dynamics for $Y_t$.

It is obvious that diffusion is a classical problem of fundamental importance. Accordingly, various diffusion models have been developed. In the seminal work of Bass (1969), potential customers are classified into innovators and imitators. This leads to an elegant differential equation with an analytical solution. In addition, various estimation methods have been discussed for Bass model (Schmittlein and Mahajan, 1982; Srinivasan and Mason, 1986; Kou et al., 2012). The Bass model and its extensions have a large amount of applications in marketing (Goswami, 2001; Van den Bulte and Stremersch, 2004; Rogers, 2010). Despite its popularity, Bass model and its extensions are based on aggregate data. As an alternative, Jun and Park (1999) and Niu (2002) proposed diffusion models at individual level to better understand diffusion process. Later, Yang and Leskovec (2010) and Du et al. (2014) studied the influence function based model where influence function is estimated for each node. Gao et al. (2017) used embedding model for information diffusion prediction.

Despite its populariry, Bass model and its extensions are based on aggregate data. As an alternative, Jun and Park (1999) and Niu (2002) proposed diffusion models at individual level to better understand diffusion process. Later, Yang and Leskovec (2010) and Du et al. (2014) studied the influence function based model where influence function is estimated for each node. Gao et al. (2017) used embedding model for information diffusion prediction.
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However, most previous models assume that a node will stay active once it is activated ($Y_{it}=1$ if $Y_{i(t-1)} = 1$ in discrete case). Although this assumption is reasonable in the field of marketing, it is too restrictive to study the dynamics of an event. This motivates us to propose an interesting network diffusion model, which enables us to understand the diffusion process with network structure from both aggregate and individual perspectives.

Furthermore, the process is also investigated both at the very beginning (i.e., short term analysis) and at the end (i.e., long term analysis) of the diffusion. Moreover, because the model is specified at individual level, parameter estimation can be conducted at a cross-sectional level. This enables us to estimate the model at very early stage of the diffusion process. A maximum likelihood estimator (MLE) and a moment estimator (ME) are then proposed. The asymptotic properties are studied and their finite sample performances are compared by extensive numerical studies.

We would like to summarize our contributions to the literature in the following three regards. First, we study an individualized network diffusion model, which takes simple form and embeds the known network structure information. Second, two estimation approaches are investigated and compared both in theory and computational side. Third, we provide abundant theoretical justifications for the proposed network diffusion model and study the corresponding asymptotic properties. Although the proposed network diffusion model framework is parsimonious, we would like to emphasize that the contribution of this work is mainly on the theoretical side and abundant extensions could be investigated.

The rest of this article is organized as follows. Section 2 introduces the network diffusion model, where the short term and long term analysis are conducted subsequently. In Section 3 we propose two types of estimators and their corresponding asymptotic properties are investigated. Extensive numerical studies and a Sina Weibo data analysis are given in Section 4. The article is concluded with a brief discussion in Section 5. All technical details are left in the Appendix.

2. NETWORK DIFFUSION MODEL

2.1 Model and notations

Recall that $N$ is the network size and $Y_{it}$ is the binary response collected from the $i$th subject at time point $t$. Define $\mathcal{F}_t = \{Y_{t}, \cdots, Y_{0}\}$ be a set of the historical information up to time point $t$. We further assume that the response variable $Y_{it}$ given $\mathcal{F}_{t-1}$ is fully determined by $\mathbb{Y}_{t-1}$ as

\begin{equation}
P(Y_{it} = 1|\mathcal{F}_{t-1}) = p_{it} = \rho n_{i}^{-1} \sum_{j=1}^{N} a_{ij} Y_{j(t-1)},
\end{equation}

where $n_{i} = \sum_{j \neq i} a_{ij}$ is the total number of nodes that $i$ follows, and it is referred to as nodal out-degree (Wasserman et al., 1994). For a fixed $t$, different $Y_{it}$s are assumed to be independent given $\mathcal{F}_{t-1}$. As one can see, the quantity $n_{i}^{-1} \sum_{j=1}^{N} a_{ij} Y_{j(t-1)}$ is the average stimulus received by $i$ from the nodes it follows at $t-1$. Its impact on $Y_{it}$ is quantified by $\rho$, which is referred to as network diffusion effect. In order to ensure (1) to be a valid probability measure, a sufficient condition is $0 \leq \rho \leq 1$. Practically, the estimated network diffusion effect is usually very small; see Section 4.3 for the empirical evidence. Therefore, this assumption is easy to satisfy. To sum up, model (1) specifies the network diffusion model. It explicitly takes the network structure into consideration. By model (1), we know that the information stimulus, received at time point $t$, is induced by $\mathbb{Y}_{t-1}$. This information stimulus passes through the network, and eventually affects whether $Y_{it}$ is 1 or 0 for $1 \leq i \leq N$.

For convenience, define $\mathbb{P}_t = (p_{1t}, \cdots, p_{Nt})^\top \in \mathbb{R}^N$. Given $\mathcal{F}_{t-1}$, $Y_{it}$ follows multivariate Bernoulli distribution with conditional probability $\mathbb{P}_t$, which is defined as

\begin{equation}
\mathbb{P}_t = \rho W \mathbb{Y}_{t-1},
\end{equation}

where $W = (w_{ij}) = \text{diag}(n_{1}^{-1}, \cdots, n_{N}^{-1})A$ is the row-normalized adjacency matrix. Therefore, a weighted adjacency matrix is involved here in our network diffusion model, where the weights are related to the out-degrees of the network nodes (Zhu et al., 2017). As a result, compared to a node following ten friends, a node follows ten thousand friends will receive less influence from its following friends. In this work, we treat the weighting matrix to be static. While in practice, the weighting matrix could be in a more general form, e.g., in dynamic forms. We would like to leave it as an important future study direction to the proposed model.

The network diffusion model (1) is given at an individual level. However, on some occasions it is of particular interest to analyze the network diffusion at an aggregate level. For a given time point $t$, the total amount of responses to the information stimulus is given by $\mathbb{1}^\top \mathbb{Y}_t$, where $\mathbb{1} = (1, \cdots, 1)^\top \in \mathbb{R}^N$. For convenience, we refer to $\text{IDS}(t) = \mathbb{1}^\top \mathbb{Y}_t$ as the incremental diffusion size (IDS). It is then of interest to theoretically investigate the behavior of IDS($t$) in both short and long terms, which is discussed in the following two subsections respectively.

2.2 Short term analysis of IDS

In this subsection, we consider short term analysis of IDS. Assume $\mathcal{F}_t$ is given, we then investigate the probabilistic
characteristics of both IDS(t + 1) and IDS(t + 2). Define $E^* (\cdot) = E (\cdot | F_t)$ and $\text{var}^* (\cdot) = \text{var} (\cdot | F_t)$. We then analyze the IDS in one step and two steps ahead respectively as follows.

### 2.2.1 One step ahead analysis

Note that $p_{jt(t+1)} = E^* (Y_{jt(t+1)}) = \rho w_i^T Y_t$, where $w_i = (w_{i1}, \cdots, w_{iN})^T \in \mathbb{R}^N$ is the $i$th row vector of $W$. We then have

$$E^* \{ \text{IDS} (t + 1) \} = \sum_{i=1}^{N} \rho w_i^T Y_t = \rho 1^T W Y_t$$

(3)

$$E^* \{ \text{IDS} (t + 1) \} = \rho \sum_{j=1}^{N} Y_{jt} \left( \sum_{i=1}^{N} w_{ij} \right).$$

By (3), we know that the expected value of IDS(t + 1) depends on two important factors. First, it depends on $Y_t$, i.e., the response of node $j$ at time $t$ for $1 \leq j \leq N$. The more nodes respond to the information stimulus (i.e., $Y_{jt} = 1$), the more likely to observe a large expected value for IDS(t + 1). Second, IDS(t + 1) depends on the quantity $\sum_{j=1}^{N} w_{ij} = \sum_{i=1}^{N} n_{ij} a_{ij}$. Given a response node $j$ (i.e., $Y_{jt} = 1$), the more followers $j$ has (i.e., $\sum_{i=1}^{N} a_{ij}$), it is more likely to have a large value for $\sum_{j=1}^{N} w_{ij}$. The value could be even larger if the followers are loyal with small nodal out-degree (i.e., node $i$ satisfying $a_{ij} = 1$ with small $n_i$). We can define the incremental value of $E^* \{ \text{IDS} (t + 1) \}$ with respect to IDS(t)

$$\Delta (t + 1) = E^* \{ \text{IDS} (t + 1) \} - \text{IDS} (t)$$

(4)

$$\Delta (t + 1) = \sum_{j=1}^{N} Y_{jt} \left( \rho \sum_{i=1}^{N} w_{ij} - 1 \right).$$

By (4), we know that IDS(t + 1) is more likely to be larger than IDS(t) if $\sum_{j=1}^{N} w_{ij}$ is large, for many $j$s with $Y_{jt} = 1$. This implies that there are many famous users (i.e., users with large amount of loyal followers) who respond at time $t$. In this case, the diffusion process is likely to expand. Otherwise, it is expected to shrink.

We next consider the conditional variance of IDS(t + 1). Conditional on $F_t$, $Y_{jt(t+1)}$s are independent. Accordingly, we have

$$\text{var}^* \{ \text{IDS} (t + 1) \} = \sum_{i=1}^{N} V_{it(t+1)}$$

(5)

where $V_{it(t+1)} = p_{it(t+1)} (1 - p_{it(t+1)})$. In practice, the conditional probability that node $i$ will respond (i.e., $p_{it(t+1)}$) is typically small and close to 0. Furthermore, $\text{var}^* \{ \text{IDS} (t + 1) \}$ could be expanded as

$$\text{var}^* \{ \text{IDS} (t + 1) \} = \sum_{i=1}^{N} p_{it(t+1)} - \sum_{i=1}^{N} p_{it(t+1)}^2$$

(6)

$$= E^* \{ \text{IDS} (t + 1) \} - \sum_{i=1}^{N} p_{it(t+1)}^2.$$

This suggests that the magnitude of the conditional variance of IDS(t + 1) is mainly determined by its conditional mean. Based on the above results, we then conduct the two steps analysis of IDS subsequently.

### 2.2.2 Two steps ahead analysis

Similarly, we can evaluate the conditional mean and variance for IDS(t + 2). This leads to

$$E^* \{ \text{IDS} (t + 2) \} = \sum_{i=1}^{N} p_{it(2)}^1$$

(7)

and $\text{var}^* \{ \text{IDS} (t + 2) \} = \sum_{i=1}^{N} V_{it(t+2)}$ where $p_{it(2)} = \sum_{j=1}^{N} \rho^2 w_{ij} w_{ij}^T Y_t = \rho^2 w_i^T W^2 Y_t$, $V_{it(t+2)} = p_{it(2)}^1 (1 - p_{it(2)}^1) + \rho^2 \sum_{1 \leq j \neq k \leq N} w_{ij} w_{kj} V_{it(t+1)}$. We then have

$$\text{var}^* \{ \text{IDS} (t + 2) \} = E^* \{ \text{IDS} (t + 2) \} - \sum_{i=1}^{N} p_{it(2)}^1$$

(8)

$$+ \rho^2 \sum_{i=1}^{N} \sum_{1 \leq j \neq k \leq N} w_{ij} w_{kj} p_{it(t+1)} (1 - p_{it(t+1)}).$$

The proof of (8) is given in Appendix A.1 Comparing (8) with (6), we find that the conditional variance of IDS(t + 2) could be much larger than its conditional expectation. While in the previous analysis, the conditional variance of IDS(t + 1) is mainly determined by its conditional expectation. This is because of the quantity $\sum_{i=1}^{N} \sum_{j \neq k} w_{ij} w_{kj} p_{it(t+1)} (1 - p_{it(t+1)})$, which could be large if there exists one or multiple nodes $i$ such that $\sum_{j \neq k} w_{ij} w_{kj}$ are extremely large. This might happen if $i$ is a node with a huge amount of followers (e.g., a celebrity). To summarize, the comparison between (6) and (8) suggests that an accurate prediction of IDS(t + 2) is substantially more difficult than that of IDS(t + 1). This implies that a reliable long-term inference for IDS(t) is theoretically difficult.

### 2.3 Long term analysis of IDS

Even though it is difficult to access an accurate long-term forecasting, it does not rule out the possibility to make some reliable judgment for its primary trend. The primary trend mainly concerns about whether the diffusion process should: (1) gradually shrink and eventually disappear, or (2) maintain at a relatively stable level. To this end, we mainly concern the mean of IDS(t) and study its relationship with $t$. 
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To facilitate the discussion, we treat $\mathcal{Y}_0$ as fixed in the following. Define $\text{EIDS}(t)$ to be the expectation of $\text{IDS}(t)$. We then have $\text{EIDS}(t) = E(1^\top \mathcal{Y}_t) = \rho^t 1^\top W^\top \mathcal{Y}_0$. Note that $W$ can be viewed as a transition probability matrix of a Markov chain, whose state space is defined as the set of all the nodes in the network, i.e., $\{1, \ldots, N\}$. We further assume that the Markov chain is irreducible, which implies that two arbitrary nodes in the network can always be connected with a path of finite length. In real life, irreducibility holds commonly according to six degrees of separation theory (Watts and Strogatz, 1998). If irreducibility is not satisfied, this indicates that the network could be divided into several isolated parts, and models could be built separately on each part. Under the assumption of irreducibility, the classical Markov chain theory states that there should exist a stationary distribution $\pi = (\pi_1, \ldots, \pi_N)^\top \in \mathbb{R}^N$ such that $\pi^\top W = \pi^\top$ and $W^\top \to 1\pi^\top$ as $t \to \infty$. We then study the limit and convergence rate of $\text{EIDS}(t)$ respectively as follows. First, we investigate the limit of $\text{EIDS}(t)$ as $t \to \infty$. The main results are given in the following theorem.

**Theorem 1.** Assume the Markov chain associated with $W$ is irreducible and aperiodic. Then as $t \to \infty$, (1) $\text{EIDS}(t) \to_p 0$, if $0 \leq \rho < 1$; and (2) $\text{EIDS}(t) \to_p N\pi^\top \mathcal{Y}_0$, if $\rho = 1$.

The proof of Theorem 1 is given in Appendix A.2. By Theorem 1, we know that the long-term primary trend of a network diffusion process is mainly determined by its network diffusion effect (i.e., $\rho$). $\text{EIDS}(t)$ shrinks towards 0 (i.e. the diffusion process eventually disappear) if $0 \leq \rho < 1$, while it reaches a quantity if $\rho = 1$.

Next, we investigate the rate that $\text{EIDS}(t)$ converges towards its limit $\text{EIDS}^* = \lim_{t \to \infty} \text{EIDS}(t)$. It helps us to understand how long the diffusion process will reach its stable status or disappear. This is important for a network platform operator, since the survival time of information determines the activeness of the network. To this end, write the distance between $\text{EIDS}(t)$ and $\text{EIDS}^*$ as $d(t) = |\text{EIDS}(t) - \text{EIDS}^*|$. Accordingly, we can define the $\epsilon$-convergence time as $t(\epsilon) = \min\{t : d(t) \leq \epsilon\}$. It can be seen $t(\epsilon)$ characterizes the minimum time which is required to make the distance between $\text{EIDS}(t)$ and $\text{EIDS}^*$ to be less than $\epsilon$. In the long term analysis we focus on a symmetric network structure (i.e., $A = A^\top$) to facilitate theoretical discussions as follows.

**Theorem 2.** Assume the adjacency matrix $A$ is symmetric and let $W = (w_{ij}) = \text{diag}\{n_1^{-1}, \ldots, n_N^{-1}\}A$ be the row-normalized adjacency matrix. Define $\lambda^* = \max\{|\lambda_i| : |\lambda_i| \neq 1\}$, where $\lambda_i$ is the $i$th eigenvalue of $W$. Then we have

$$t(\epsilon) \leq \frac{1}{1 - \lambda^*} - \log \rho \log \frac{2N}{\epsilon \gamma_{\min}},$$

where $\gamma_{\min} = \min\{n_i / \sum_j n_j : 1 \leq i \leq N\}$.

The proof of Theorem 2 is given in Appendix A.3. Although the symmetric assumption on $A$ seems to be restrictive, in practice, a lot of famous social networks (e.g., Facebook, WeChat) satisfy this assumption. For instance, on social network platforms like Facebook, relationship is built only when two nodes are mutually followed with each other, which yields a symmetric network relationship.

From Theorem 2, it can be concluded that the upper bound of $\epsilon$-convergence time is mainly determined by the following four factors. They are, respectively, the network diffusion effect $\rho$, the network size $N$, the spectral gap of $W$ (i.e., $1 - \lambda^*$), and $\gamma_{\min}$. Firstly, by (9), the upper bound increases as $\rho$ increases. Thus, smaller network diffusion effect leads to faster convergence speed for $\text{EIDS}(t)$. Secondly, the upper bound is smaller when network size $N$ is small. This implies that the convergence speed is faster for small networks. Thirdly, as demonstrated by Banerjee, Carlin and Gelfand (2014), it holds that $\max\{|\lambda_i| = 1\}$. Therefore one must have the spectral gap $1 - \lambda^* > 0$. As suggested by (9), it will result in faster convergence of $\text{EIDS}(t)$ to its limit. Lastly, as $\gamma_{\min}$ gets larger, a faster convergence speed could be achieved.

**Remark.** In practice, typically we have $0 \leq \rho < 1$, which implies that the network diffusion process will disappear eventually. Theorem 2 provides some insights that how fast the diffusion process will disappear. In practice, it provides a rough estimation about the disappearing time of the diffusion process, which helps the practitioners to make quick decisions in the early stage when the diffusion occurs. Furthermore, We note that the disappearing speed of the diffusion process is related to several factors as we have mentioned above. As a result, if a practitioner would like to intervene the diffusion process, he/she may need to pay attention to the above factors. For instance, in the context of new product releasing, the practitioners may pursue to lengthen the diffusion process as much as possible. Therefore, he is suggested to (1) release the product in a large social network platform; (2) try to make more users to repost relevant news and information; (3) increase the connectivity of the network structure (i.e., lower spectral gaps) and try to introduce more super stars (i.e., make $\gamma_{\min}$ to be lower) in the network. On the contrary, in the context of epidemiology, the practitioners may want to shorten the diffusion process. Therefore, he is advised to intervene the diffusion process in an opposite way.

### 3. Parameter Estimation

In this section, we discuss the parameter estimation methods for the network diffusion model (1). Two types of estimators are studied. The first one is the MLE and the second one is the ME. We would like to remark that in this section we do not assume the adjacency matrix $A$ to be symmetric.
We first discuss the maximum likelihood estimation method. To this end, we first write the log-likelihood function \( \ell(\rho) \) as
\[
\ell(\rho) = \sum_{t=1}^{T} \sum_{i=1}^{N} I(w_{it}^T Y_{t-1} > 0) \left( Y_{it} \log(\rho w_{it}^T Y_{t-1}) + (1 - Y_{it}) \log(1 - \rho w_{it}^T Y_{t-1}) \right),
\]
where \( I(\cdot) \) is the indicator function. Then, the MLE could be obtained as \( \hat{\rho}_{mle} = \arg\max_{\rho} \ell(\rho) \).

We then investigate the asymptotic properties for MLE. First, we assume that \( 0 \leq \rho < 1 \), since this is the most realistic situation where the diffusion process disappears eventually. In this case, we have EIDS(\( t \)) \( \rightarrow 0 \). This suggests that the number of observed responses is limited as \( t \rightarrow \infty \). As a consequence, the asymptotic theory should be established with a bounded \( T \). In such a situation, as long as the expected number of potential responses (i.e., \( \sum_{t=1}^{T} E(Y_{it}) = \sum_{t=1}^{T} \rho^{t-1} 1^T W^t Y_0 \)) is large, the MLE is expected to be consistent. This motivates us to define \( N^* = \sum_{t=1}^{T} \rho^{t-1} 1^T W^t Y_0 \) as the effective sample size and assume \( N^* \rightarrow \infty \) as \( N \rightarrow \infty \). We first derive the asymptotic properties for \( \hat{\rho}_{mle} \) as follows.

**Theorem 3.** Let \( Z_t = \sum_{t=1}^{T} \rho (1 - \rho w_{it}^T Y_t) \)^{-1} w_{it}^T Y_t \) and assume (1) \( N^* \rightarrow \infty \) as \( N \rightarrow \infty \); (2) \( N^*^{-1} \sum_{t=1}^{T} Z_t \rightarrow p \sigma_p^2 \). We then have \( \sqrt{N^*} (\hat{\rho}_{mle} - \rho) \rightarrow_d N(0, \sigma_p^{-2}) \) as \( N^* \rightarrow \infty \).

The proof of Theorem 3 is given in Appendix A.4. Assumption (1) in Theorem 3 guarantees that the effective sample size \( N^* \) diverges to infinity as the network size \( N \) diverges. Assumption (2) in Theorem 3 is a law of large number type assumption imposed on \( Z_t \), which assumes certain type of uniformity among the network nodes. Although MLE has higher estimation efficiency compared to ME, it is hard to obtain an analytical form of \( \hat{\rho}_{mle} \). As an alternative, the ME \( \rho_{me} \) is proposed with analytical form as
\[
\hat{\rho}_{me} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} w_{it}^T Y_{t-1} \right)^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} Y_{it}.
\]

To derive the theoretical results of \( \hat{\rho}_{me} \), we first write \( W^t = (w_{ij}^{(t)}) \), where \( w_{ij}^{(t)} \) is the \( (i,j) \)th element of \( W^t \). For convenience, we further define \( \nu = (\nu_1, \cdots, \nu_N)^T = \sum_{t=1}^{T} E(Y_{it}) = \sum_{t=1}^{T} \rho^t W^t Y_0 \), where \( \nu_i \) is the expected number of responses for node \( i \) during \( 1 \leq t \leq T \). Let \( \hat{\nu} = (\hat{\nu}_1, \cdots, \hat{\nu}_N)^T \in \mathbb{R}_+^N \), where \( \hat{\nu}_i = I(\nu_i > 0) \) indicates whether node \( i \) has a positive probability to respond during the whole time period \( T \). The asymptotic property of \( \hat{\rho}_{me} \) is then given by Theorem 4 as follows.

**Theorem 4.** Assume (1) \( N^* \rightarrow \infty \) as \( N \rightarrow \infty \); (2) \( (N^*)^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} \{ p_{it} (1 - p_{it}) \} \rightarrow p \sigma_t^2 \); (3) \((N^*)^{-2} \sum_{i=1}^{T} \sum_{j \in J} \sum_{t=1}^{T} w_{ij}^{(t)} w_{ij}^{(t)} \rightarrow 0 \), where \( J = \{ j : \hat{\nu}_j = 1 \} \), as \( N^* \rightarrow \infty \). Then we have \( \sqrt{N^*} (\hat{\rho}_{me} - \rho) \rightarrow_d N(0, \sigma_t^2) \) as \( N^* \rightarrow \infty \).

The proof of Theorem 4 is given in Appendix A.5. We illustrate the conditions respectively as follows. The first condition guarantees that the effective sample size \( N^* \) should diverge to infinity as the network size \( N \) diverges. The second condition is a law of large number type condition, which restricts the heterogeneity of the levels of the nodes. For the last condition, note that \( w_{ij}^{(t)} \neq 0 \) implies that the \( i \)th node could be connected with the \( j \)th node within \( t \) steps. Therefore, it imposes a sparsity condition for the network structure. It is remarkable that \( \rho_{me} \) is an \( \sqrt{N^*} \)-consistent estimator. In practice, the network is extremely sparse thus this condition will be easily satisfied.

### 4. NUMERICAL STUDIES

#### 4.1 Simulation models

To demonstrate the finite sample performance of the proposed methodology, we present three examples in this subsection. The main difference is the generating mechanism of the adjacency matrix \( A \). We first generate \( Y_0 \) independently according to Bernoulli distribution with \( \rho = 0.3 \) for \( 1 \leq i \leq N \). Then, \( Y_{0s} (t = 1, \cdots, T) \) are randomly generated according to model (1). Lastly, for each example, we set the network diffusion effect \( \rho \in \{0.1, 0.3, 0.5\} \).

**Example 1** (Dyad Independence Model). We follow Holland and Leinhardt (1981) to define a dyad as \( D_{ij} = (a_{ij}, a_{ji}) (1 \leq i < j \leq N) \), which is assumed to be independent with each other. To ensure the network sparsity, we set the probability of symmetric dyad (i.e., \( D_{ij} = (1, 1) \)) as \( P(D_{ij} = (1,1)) = 20N^{-1} \). Next, we set \( P(D_{ij} = (1,0)) = P(D_{ij} = (0,1)) = 0.5N^{-0.8} \). This implies the expected nodal in-degree and out-degree is \( O(N^{0.2}) \), which diverges to infinity at a slow rate. Lastly, we have \( P(D_{ij} = (0,0)) = 1 - 20N^{-1} - N^{-0.8} \), which implies null dyads (i.e., \( D_{ij} = (0,0) \)) are the most frequently observed in real social networks.

**Example 2** (Stochastic Block Model). Next, we consider the stochastic block model (Wang and Wong, 1987; Nowicki and Snijders, 2001), which is of particular interest for community detection (Zhou et al., 2012). Specifically, we follow Nowicki and Snijders (2001), and randomly generate a block label \( k = 1, \cdots, K \) for each node with equal probability. The number of blocks is set to be \( K = N/100 \). Next, we set \( P(a_{ij} = 1) = 0.3N^{-0.3} \) if \( i \) and \( j \) belong to the same block and \( P(a_{ij} = 1) = 0.3N^{-1} \) otherwise. Consequently, nodes have higher probability to connect if they belong to the same block.

**Example 3** (Power-Law Distribution Model). According to Clauset, Shalizi and Newman (2009), the nodal in-degrees
Table 1. Simulation Results with 1000 Replications for dyad independence network. The Root Mean Square Error ($\times10^{-2}$), Coverage Probability (%), CPU time (in second), and the Network Density (%) are reported

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Sample Size</th>
<th>MLE</th>
<th></th>
<th></th>
<th>ME</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>$N^*$</td>
<td>RMSE</td>
<td>CP(%)</td>
<td>CPU</td>
<td>RMSE</td>
</tr>
<tr>
<td>0.1</td>
<td>500</td>
<td>183.5</td>
<td>2.27</td>
<td>92.9</td>
<td>0.2</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>331.9</td>
<td>1.71</td>
<td>94.6</td>
<td>0.7</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>688.9</td>
<td>1.18</td>
<td>93.7</td>
<td>3.0</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>3300.0</td>
<td>0.53</td>
<td>94.8</td>
<td>70.0</td>
<td>0.53</td>
</tr>
<tr>
<td>0.3</td>
<td>500</td>
<td>218.8</td>
<td>3.57</td>
<td>94.3</td>
<td>0.2</td>
<td>3.57</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>395.3</td>
<td>2.62</td>
<td>95.2</td>
<td>0.8</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>887.7</td>
<td>1.73</td>
<td>95.5</td>
<td>3.4</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>4299.6</td>
<td>0.82</td>
<td>94.8</td>
<td>72.1</td>
<td>0.82</td>
</tr>
<tr>
<td>0.5</td>
<td>500</td>
<td>270.9</td>
<td>4.28</td>
<td>93.6</td>
<td>0.2</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>562.8</td>
<td>2.86</td>
<td>95.2</td>
<td>0.8</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1140.7</td>
<td>2.01</td>
<td>95.5</td>
<td>3.5</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>5534.1</td>
<td>0.93</td>
<td>94.7</td>
<td>74.4</td>
<td>0.93</td>
</tr>
</tbody>
</table>

approximately follow a power-law distribution. This reflects the fact that in real social networks the majority of nodes have few followers but a small amount have a huge number of followers. To mimic this phenomenon, we simulate $A$ as follows. First, generate nodal in-degree $(d_i = \sum_j a_{ij})$ from the discrete power-law distribution, i.e., $P(d_i = k) = c k^{-\alpha}$, where $\alpha$ is set to be 2.5 according to Clauset, Shalizi and Newman (2009). Lastly, for the $i$th node, we randomly select $d_i$ nodes to be its followers.

4.2 Performance measurements and simulation results

Different network sizes are considered for each simulation example as $N = 500, 1000, 2000, 10000$. To obtain a reliable result, the experiment is replicated for $R = 1000$ times. In order to verify the conditions in Theorem 3 and Theorem 4, we have conducted some works on the three simulations and the verification results are shown in Appendix A.6 For each example, the average effective sample size (i.e., $N^*$) is reported. Let $\hat{\rho}^{(r)}$ be the estimator in the $r$th replication. In order to obtain $\hat{\rho}_{MLE}$, Newton-Raphson method is adopted to maximize $f(\rho)$. The following measurements are considered to evaluate the finite sample performance. First, the root mean square error (RMSE) is calculated by $\text{RMSE} = \left\{ R^{-1} \sum_{r=1}^{R} (\hat{\rho}^{(r)} - \rho)^2 \right\}^{1/2}$ to gauge the estimation accuracy. Next, a 95% confidence interval is constructed for $\rho$ as $CI^{(r)} = (\hat{\rho}^{(r)} - z_{0.975} N^{-1/2}\hat{\sigma}^{(r)}, \hat{\rho}^{(r)} + z_{0.975} N^{-1/2}\hat{\sigma}^{(r)})$, where $z_a$ is the $a$th upper quantile of the standard normal distribution and $\hat{\sigma}^{(r)}$ is the estimated asymptotic variance in the $r$th replication. The corresponding asymptotic variances of MLE and ME are given by conclusion of Theorem 3 and Theorem 4 respectively. Then, we compute the coverage probability as $\text{CP} = R^{-1} \sum_{r=1}^{R} I(\hat{\rho}^{(r)} \in CI^{(r)})$, where $I(\cdot)$ is the indicator function. In addition, the average computing time (CPU) measured in second and network density (ND, defined as $\sum_{i,j=1}^{N} a_{ij}/(N^2 - N)$) are reported.

The simulation results are summarized in Table 1 to Table 3. The patterns are quite similar across different network structures, which indicate a robust performance of the proposed methods. Take the dyad independence network (i.e., Table 1) for example. It can be seen the RMSE is decreased for both MLE and ME as the effective sample size $N^*$ increases, which corroborates the consistency results in Theorem 3 and Theorem 4. Particularly, although MLE is slightly more efficient than ME, one could see that the difference is sufficiently small (i.e., the RMSEs of MLE and ME are almost equivalent across all settings). This implies that the ME is almost as optimal as MLE. With regards to the computational time, ME is found to be faster, where the CPU time for ME is only one third of MLE. Lastly, one could see the CPs of both estimators are stable around 95%. This is consistent with the theoretical results in Theorem 3 and Theorem 4.

4.3 Short term and long term analysis

In this section, we conduct the short term and long term analysis in the simulation study. For a reliable evaluation, we repeat the procedure for $R = 1000$ times. In the $r$th round, given each type of network structure, we generate the responses $Y_{it}^{(r)}$ by the model (1). Next, we could calculate $\text{IDS}^{(r)}(t) = \sum_i Y_{it}$, the one step ahead prediction $E^{*}\{\text{IDS}^{(r)}(t)\}$ by (3), and two steps ahead prediction by (7) respectively. Then we could obtain $\text{IDS}(t) = R^{-1} \sum_{r=1}^{R} \text{IDS}^{(r)}(t)$ and its average short term prediction as $R^{-1} \sum_{r=1}^{R} \text{EIDS}^{(r)}(t)$. To evaluate the prediction accuracy, we calculate the mean square error (MSE) of one step and two steps prediction. The results are shown in Figure 1, where the one step prediction has lower MSE than two step prediction. This corroborates with the theoretical analysis the short term analysis.

Next, we conduct a long term analysis by a simulation study. In this study, we generate the adjacency matrix $A$
Table 2. Simulation Results with 1000 Replications for stochastic block network. The Root Mean Square Error \((\times 10^{-2})\), Coverage Probability (%), CPU time (in second), and the Network Density (%) are reported.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>Sample Size</th>
<th>MLE</th>
<th>ME</th>
<th>MLE</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N)</td>
<td>(N^*)</td>
<td>RMSE</td>
<td>CP(%)</td>
<td>CPU</td>
</tr>
<tr>
<td>0.1</td>
<td>500</td>
<td>158.7</td>
<td>2.44</td>
<td>91.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>350.3</td>
<td>1.61</td>
<td>94.0</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>687.4</td>
<td>1.15</td>
<td>94.8</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>3399.7</td>
<td>0.50</td>
<td>95.6</td>
<td>72.0</td>
</tr>
<tr>
<td>0.3</td>
<td>500</td>
<td>185.6</td>
<td>3.85</td>
<td>94.3</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>415.1</td>
<td>2.59</td>
<td>94.2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>837.8</td>
<td>1.65</td>
<td>95.5</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>4081.6</td>
<td>0.77</td>
<td>95.6</td>
<td>81.7</td>
</tr>
<tr>
<td>0.5</td>
<td>500</td>
<td>287.3</td>
<td>3.65</td>
<td>95.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>609.1</td>
<td>2.63</td>
<td>94.5</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1073.3</td>
<td>1.88</td>
<td>95.4</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>5532.8</td>
<td>0.76</td>
<td>96.1</td>
<td>85.4</td>
</tr>
</tbody>
</table>

Table 3. Simulation Results with 1000 Replications for power-law distribution network. The Root Mean Square Error \((\times 10^{-2})\), Coverage Probability (%), CPU time (in second), and the Network Density (%) are reported.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>Sample Size</th>
<th>MLE</th>
<th>ME</th>
<th>MLE</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N)</td>
<td>(N^*)</td>
<td>RMSE</td>
<td>CP(%)</td>
<td>CPU</td>
</tr>
<tr>
<td>0.1</td>
<td>500</td>
<td>180.4</td>
<td>2.35</td>
<td>93.8</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>480.1</td>
<td>1.35</td>
<td>95.0</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>617.2</td>
<td>1.21</td>
<td>93.4</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>3169.3</td>
<td>0.53</td>
<td>94.9</td>
<td>71.6</td>
</tr>
<tr>
<td>0.3</td>
<td>500</td>
<td>182.8</td>
<td>3.67</td>
<td>94.6</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>449.0</td>
<td>2.27</td>
<td>94.6</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>939.6</td>
<td>1.57</td>
<td>95.0</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>4710.3</td>
<td>0.72</td>
<td>95.0</td>
<td>79.9</td>
</tr>
<tr>
<td>0.5</td>
<td>500</td>
<td>217.8</td>
<td>4.18</td>
<td>93.4</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>623.2</td>
<td>2.31</td>
<td>94.7</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1510.0</td>
<td>1.49</td>
<td>95.3</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>5846.2</td>
<td>0.79</td>
<td>94.5</td>
<td>81.2</td>
</tr>
</tbody>
</table>

Figure 1. The MSE of one step and two step predictions for three network models, i.e., Dyad Independence Model, Stochastic Block Model, and Power-law Distribution Model.
by a symmetric stochastic block model. Then we verify the upper bound of the $\epsilon$-convergence time given by Theorem 2. Set $\epsilon = 10^{-i}$, $i = 1, 2, \ldots, 100$, we calculate $t(\epsilon)$ and its upper bound in (9) for $R = 100$ repeated experiments. Then we report corresponding average values respectively in Figure 2. As shown by the Figure 2, the upper bound given by Theorem 2 is pretty tight for $t(\epsilon)$.

4.4 Diffusion of earthquake news on Sina Weibo

In this section, we apply the newly proposed network diffusion model (1) to a Sina Weibo dataset. Specifically, $N = 9,830$ users are collected from Sina Weibo’s open API (open.weibo.com), and Sina Weibo is the largest Twitter type social network platform in China. Particularly, their corresponding Weibo posts are recorded for one week after the 7 magnitude of earthquake in Ya’an (a city in Sichuan province of China) on April 20th, 2013. At first, 100 users are randomly selected from overall users and their followees are added into the poll subsequently. After repeating tracking followees of newly added users four times, users who did not publish message containing Ya’an during certain time period are excluded. Finally, 9830 users are randomly selected to keep a reasonable size of the sample. A diffusion process among the network users is triggered immediately after an official account announced the earthquake news. In this section, we aim to estimate the network diffusion effect among users with regards to the diffusion of earthquake news.

First, the adjacency matrix $A$ is defined to be the following-followeerelationship between users. The adjacency matrix $A$ is asymmetric in this context since Sina Weibo does not restrict the users to mutually follow each other, i.e., it is allowed $a_{ij} \neq a_{ji}$. The resulting network density is 0.146%, which indicates a sufficiently sparse network. The histograms of nodal in-degrees and out-degrees are visualized in Figure 3, where the distribution of in-degrees are more skewed than out-degrees. The response variable $Y_{it}$ is defined to be whether the $i$th user has re-tweeted the earthquake news on the $t$th day. For instance, user $i$ could re-tweet news about the earthquake on the first and second day, but retweeted nothing on the third day. In this case, $Y_{i1} = Y_{i2} = 1$, while $Y_{i3} = 0$. To conduct a preliminary data clean procedure, it should be noted that the whole network structure is not available, therefore one might repost the weibo from some node outside our scope. To alleviate this problem, we add a “virtual” node to represent the outside nodes beyond the dataset, which is followed by all the nodes but has no followees. We then let the responses of this virtual node to be 1 over all $1 \leq t \leq T$. In this way, each node in our collected dataset can be equipped with a positive probability to repost news from the outside network.

**Figure 2.** $t(\epsilon)$ and its upper bound for Symmetric Stochastic Block Model.

**Figure 3.** The left panel: histogram of nodal in-degree for $N = 9831$ nodes. The highly right skewed shape can be detected; The right panel: histogram of nodal out-degree for $N = 9831$ nodes. Right skewed phenomenon can also be detected.
To visualize the overall diffusion pattern, the total number of earthquake related Weibo posts are summarized in each day (i.e., $\sum Y_i(t)$) in Figure 4. A sharply decreasing trend can be captured for the diffusion process at aggregate level. We then conduct estimation on the proposed network diffusion model. The estimated network diffusion effects (i.e., $\rho$) of MLE and ME are 0.093 and 0.096 respectively, which are almost identical to each other. Moreover, the effective sample size is estimated to be 4824.5, and both estimates are statistically significant under the 5% significance level.

5. CONCLUDING REMARKS

In this article, we study the diffusion process in large scale social networks. Particularly, a network diffusion model is proposed and investigated in both individual and aggregate level. Both the short term and the long term analysis of the network diffusion size are discussed. To estimate the parameter of the network diffusion effect, two estimators (i.e., MLE and ME) are proposed. In addition, their asymptotic properties are theoretically investigated and verified through extensive numerical studies. It is found the ME enjoys the same convergence rate as the MLE, and can be as almost optimal as MLE by the simulation results.

To conclude this work, we have the following discussions for potential future research topics. First, it is noteworthy that the network diffusion model (1) is in a linear form of the previous responses. However, in practice, various nonlinear modeling frameworks can be taken into consideration. Then, the analysis of the diffusion size and the parameter estimation method should be re-examined under the new framework. Next, although only the response information (i.e., $Y_i(t)$) is involved in the network diffusion model, other exogenous variables (e.g., node specific covariates) can be employed to improve the model accuracy. Third, it can be restricted to assume the network diffusion parameter $\rho$ to be the same for all the nodes in the network. As an alternative, it is more flexible to allow the parameter $\rho$ to vary with different nodes, i.e., $\rho_i$ ($1 \leq i \leq N$), which could better capture the nodal heterogeneity across the network. In addition, we cannot numerically guarantee that the estimated $\hat{\rho}_{mle}$ is within (0, 1), especially when the true value of $\rho$ is close to 1 (e.g., $\rho = 0.99$) and the sample size is not large. In such a case, one may use a thresholding technique to modify the estimator as $\hat{\rho}_{mle} = \min\{\hat{\rho}_{mle}, \tau\}$, where $\tau$ could be set as $\tau = 0.99$. However, it might be problematic and we take this case as a future research study topic. Lastly, even though the structure of a network will not change significantly in a short time, it would be more precise and interesting to include this change by introducing $A_\tau$ into the model.

APPENDIX A

A.1 Proof of (8)

The two steps ahead conditional variance can be calculated as follows:

$$
\text{var}^* \{\text{IDS}(t+2)\} = \text{var}(1^\top Y_{t+2}|F_t)
$$

$$
= E \left\{ \text{var}(1^\top Y_{t+2}|F_{t+1}) | F_t \right\}
$$

$$
+ \text{var} \left\{ E(1^\top Y_{t+2}|F_{t+1}) | F_t \right\}
$$

$$
= E \left\{ \sum_{i=1}^N \rho w_i^\top Y_{t+1}(1 - p_i^t w_i^\top Y_{t+1}) | F_t \right\}
$$

$$
+ \text{var}(1^\top \rho W Y_{t+1}|F_t)
$$

(12)

$$
= E \left\{ \sum_{i=1}^N \rho w_i^\top Y_{t+1} | F_t \right\}
$$

$$
- E \left\{ \sum_{i=1}^N \rho^2 w_i^\top Y_{t+1} w_i^\top Y_{t+1} | F_t \right\}
$$

$$
+ \rho^2 1^\top W^\top \text{var}(Y_{t+1}|F_t)
$$

$$
= E^* \{\text{IDS}(t+2)\} - \frac{1}{N} \left( \sum_{i=1}^N (p_i^t)^2 \right)
$$

$$
+ \rho^2 \sum_{i=1}^N \sum_{1 \leq j < k \leq N} w_{ji} w_{ki} p_i(t+1)(1 - p_i(t+1)).
$$

This completes the proof.

A.2 Proof of Theorem 1

By the assumption of irreducibility and aperiodicity, it could be concluded that there exists a stationary distribution $\pi$ for the Markov chain by Levin and Peres (2017). As a result, we have $W^t \to 1 \pi^\top$ as $t \to \infty$. Accordingly, it could be verified that $\text{EIDS}(t) = \rho^t 1^\top \pi^\top Y_0 = \rho^t N \pi^\top Y_0$. Then, we obtain that (1) $\text{EIDS}(t) \to 0$ if $0 \leq \rho < 1$; (2)
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EIDS(t) = 1^T W^t Y_0 \rightarrow N \pi^T Y_0 \text{ as } t \rightarrow \infty. \text{ This completes the proof.}

A.3 Proof of Theorem 2

Recall that the $\epsilon$-convergence time is $t(\epsilon) = \min\{t : d(t) \leq \epsilon\}$. In this part, we intend to derive an upper bound for $t(\epsilon)$. To this end, we first verify that there exists a stationary distribution $\pi = (\pi_1, \cdots, \pi_T)^T \in \mathbb{R}^N$ for the Markov chain with transition probability matrix $W$. As a result, $W^t \rightarrow \pi^T$. Second, we find an upper bound $d^*(t)$ for $d(t)$ such that $d(t) \leq d^*(t)$. Then the upper bound for $t(\epsilon)$ could be constructed by deriving the upper bound for $t^*(\epsilon) = \sup\{t : d^*(t) \leq \epsilon\}$. Since $t(\epsilon) < t^*(\epsilon)$, the upper bound for $t(\epsilon)$ could be obtained.

First, to verify the stationary distribution of the Markov chain (with transition probability matrix $W$) exists, it suffices to show the Markov chain is reversible by Levin and Peres (2017) under the irreducibility assumption in Theorem 2. By setting $\pi_i = n_i/\sum_{i=1}^N n_i$, we have $\pi_i w_{ij} = \pi_j w_{ji} = a_{ij}/\sum_{i=1}^N n_i$ for any $i, j \in \{1, \cdots, N\}$. As a result, the Markov chain is reversible (Meyn and Tweedie, 2012). Further more, it could be verified that $\pi = (\pi_1, \cdots, \pi_T)^T$ is the stationary distribution vector.

Second, we construct an upper bound $d^*(t)$ for $d(t)$. To do this, we first write $W^t = (w_{ij}^t) \in \mathbb{R}^{N \times N}$. Since we have $0 \leq Y_0 \leq 1$, it can be obtained that $d(t) \leq \rho^T \Delta d(t) = \rho^T \sum_{i,j} \delta_{ij}^t$, where $\Delta = (\delta_{ij}^t) \in \mathbb{R}^{N \times N}$ with $\delta_{ij}^t = |w_{ij}^t - \pi_j|$. Furthermore, due to that $\sum_{i,j} \delta_{ij}^t \leq \max(\sum_{i,j} \delta_{ij}^t)$, we have $d(t) \leq d^*(t) = \rho^T \sum_{i,j} \delta_{ij}^t$. It could be easily verified that $d^*(t) \leq \epsilon$ is equal to $d(t) = \max(\sum_{i,j} \delta_{ij}^t) \leq \rho^{-1} N^{-1} \epsilon$. As a result, we have $t^*(\epsilon) = \sup\{t : d^*(t) \leq \epsilon\} = \sup\{t : d(t) \leq \rho^{-1} N^{-1} \epsilon\}$. Subsequently, by Levin and Peres (2017) (Proposition 4.2 and Theorem 12.3), we have

$$t^*(\epsilon_0) \leq \log \left( \frac{2}{\epsilon_0 \gamma_{\min}} \right) \frac{1}{1 - \lambda^{-1}},$$

where $\epsilon_0 = \rho^{-1} N^{-1} \epsilon$. It then could be easily calculated that

$$t^*(\epsilon_0) \leq \frac{1}{1 - \lambda^{-1} - \log \rho \log \frac{2N}{\epsilon_0 \gamma_{\min}}}.$$

Further note that $t(\epsilon) \leq t^*(\epsilon)$, then (9) can be obtained. This completes the proof.

A.4 Proof of Theorem 3

Lemma 1. Assume the conditions in Theorem 3. Then we have $\sum_{i=1}^N \sum_{t=1}^T \rho^2 (1 - p_{it})^{-2} I(w_i^T Y_{t-1} > 0) (Y_{it} - p_{it})^2 \rightarrow \sigma_p^2$.

Proof. By the condition (2) in Theorem 3, we have $N^{-1} \sum_{i=1}^N Z_i = N^{-1} \sum_{t=1}^T \sum_{i=1}^N \rho^2 (1 - p_{it})^{-2} I(w_i^T Y_{t-1} > 0) p_{it} (1 - p_{it}) \rightarrow \sigma_p^2$. Then it suffices to show

$$N^{-1} \sum_{i=1}^N \sum_{t=1}^T \Delta_{it} = o_p(1),$$

where $\Delta_{it} = \rho^{-2} (1 - p_{it})^{-2} I(w_i^T Y_{t-1} > 0) (Y_{it} - p_{it})^2$. It could be easily verified that $E(\Delta_{it}) = E(\rho^{-2} (1 - p_{it})^{-2} E((w_i^T Y_{t-1})^2)) = 0$ due to that $E((Y_{it} - p_{it})^2) = p_{it} (1 - p_{it}) Y_{t-1}^2 = 0$.

Next, we are going to show that $N^{-1} \sum_{i=1}^N \sum_{t=1}^T \Delta_{it} = o_p(1)$. For any $t_1 > t_2$, it could be verified that $\rho^{-2} (1 - p_{it_1})^{-2} E((w_i^T Y_{t_1})^2) = 0$. Then we have $\sum_{i=1}^N \sum_{t=1}^T \Delta_{it} = \sum_{i=1}^N \sum_{t=1}^T \rho^2 (1 - p_{it})^{-2} I(w_i^T Y_{t-1} > 0) (Y_{it} - p_{it}) Y_{t-1}^2 \rightarrow 0$. Further, it could be derived that $\sum_{i=1}^N \sum_{t=1}^T \Delta_{it} = \sum_{i=1}^N \sum_{t=1}^T \rho^2 (1 - p_{it})^{-2} I(w_i^T Y_{t-1} > 0) (Y_{it} - p_{it}) Y_{t-1}^2 \rightarrow 0$. As a result, we have $\sum_{i=1}^N \sum_{t=1}^T \Delta_{it} = \sum_{i=1}^N \sum_{t=1}^T \rho^2 (1 - p_{it})^{-2} I(w_i^T Y_{t-1} > 0) (Y_{it} - p_{it}) Y_{t-1}^2 \rightarrow 0$. Therefore, (13) could be obtained.

Proof of Theorem 3. The asymptotic properties can be established in 2 steps. In the 1st step, we are going to show that $\hat{\rho}_{\text{MLE}}$ is a $\sqrt{N}$-consistent local maximizer. In the 2nd step, we prove the asymptotic normality of the MLE estimator.

Step 1. Let $a_n = N^{-1/2}$. We follow Fan and Li (2001) to show that, for any $\epsilon > 0$, there exists a constant $C > 0$ such that

$$P \left\{ \sup_{|u| \leq 1} \ell(\rho + a_n u C) < \ell(\rho) \right\} \geq 1 - \epsilon.$$

This implies that with probability at least $1 - \epsilon$, there exists a local optimizer $\hat{\rho}$ in the ball $\{\rho + a_n u C : |u| \leq 1\}$. As a result, we have $|\hat{\rho} - \rho| = o_p(a_n)$. To this end, we apply Taylor’s expansion and obtain

$$\sup_{|u| = 1} \left\{ \ell(\rho + a_n u C) - \ell(\rho) \right\} = \sup_{|u| = 1} \left\{ C a_n \hat{\rho} u - 2^{-1} C^2 a_n^2 u^2 \hat{\rho} (\rho) + o_p(1) \right\},$$

which is a quadratic function in $C$ asymptotically. Next, note that $\hat{\ell}(\rho) = \sum_{i=1}^N \sum_{t=1}^T$
\[ I(w_i^T Y_{t-1} > 0)\rho^{-1}(1 - p_{it})^{-1}(Y_{it} - p_{it}). \] Then we have

\[ E[a_n \ell(\rho)] = a_n \sum_{i=1}^N \sum_{t=1}^T E \{ I(w_i^T Y_{t-1} > 0) \rho^{-1} \}
(1 - p_{it})^{-1} E(Y_{it} - p_{it} \mid Y_{t-1}) = 0. \]

By the result of Lemma 1, it could be shown that \( a_n \ell(\rho) \) is \( O_p(1) \). Similarly, by Lemma 1 we have \( a_n^2 \ell(\rho) = -a_n^2 \sum_{i=1}^N \sum_{t=1}^T \rho^{-2}(1 - p_{it})^{-2}(w_i^T Y_{t-1} > 0)(Y_{it} - p_{it})^2 = \sigma^2(1 + \sigma^2(1)). \) This implies that the coefficient for the quadratic term in (15) is a positive constant asymptotically.

As a result, the quadratic term should dominate the linear term as long as \( C \) is sufficiently large (Fan and Li, 2001). This proves the result of (14).

**Step 2.** By the first step, we know that \( \hat{\rho}_{\text{MLE}} \) is \( \sqrt{N^2} \)-consistent. This enables us to obtain the following asymptotic approximation

\[ \sqrt{N^2}(\hat{\rho}_{\text{MLE}} - \rho) = \left\{ N^{s-1/2}(\ell(\rho)) \right\} \left\{ 1 + o_p(1) \right\} \frac{N^{s-1/2}(\ell(\rho))}{N^{s-1/2}(\ell(\rho))}. \]

By Lemma 1, we know that \( N^{s-1/2}(\ell(\rho)) \rightarrow \sigma^2_\rho \). We next show that

\[ N^{s-1/2}(\ell(\rho)) \rightarrow 0, \quad N(0, \sigma^2_\rho). \]

Let \( \xi_{it} = Y_{it}^T Y_{t-1} - \rho^{-1}(1 - p_{it})^{-1}(Y_{it} - p_{it}). \) Then we have \( N^{s-1/2}(\ell(\rho)) = \sum_{i=1}^N \sum_{t=1}^T \xi_{it}. \) Define the sequence \( \{ Y^*_j : Y^*_j = \xi_{it}, 1 \leq j \leq NT \} \) and \( \{ \xi^*_j = \xi_{it}^*, 1 \leq j \leq NT \}. \) In addition, let \( F^*_j \) be a set generated by \( \{ Y^*_j, 1 \leq k \leq j \}. \) Then it could be easily verified that \( E(\xi^*_j \mid F^*_j \rightarrow 0). \) Therefore, \( (\xi^*_j, F^*_j, 1 \leq j \leq NT) \) is a martingale difference array (MDA). We then employ the central limit theorem for MDA (Hall and Heyde, 2014, Corollary 3.1) to prove (18).

To this end, it could be first easily verified \( \epsilon^*_j \leq 4(N^{s-1})^{-1} \rho^{-2}(1 - p_{it})^{-2} < \infty \) due to that \( (1 - p_{it})^{-1} \leq (1 - \rho^{-1}) \) and \( I(w_i^T Y_{t-1} > 0)(Y_{it} - p_{it}^T Y_{t-1}) \leq 2 \). Second, it could be calculated that

\[ \sum_{j=1}^{NT} E \{ \xi_j^2 \mid F_{j-1}^* \}
= \sum_{i=1}^N \sum_{t=1}^T E \{ \xi_{i+t(1-N)}^2 \mid F_{i+t(1-N)-1}^* \}
= (N^{s-1})^{-1} \sum_{i=1}^N \sum_{t=1}^T \rho^{-1}(1 - p_{it})^{-1} w_i^T Y_{t-1} \rightarrow_p \sigma^2_\rho \]

according to condition (2) in Theorem 3. Third, for any \( \epsilon > 0, \) as \( N^s \rightarrow \infty \)

\[ \sum_{j=1}^{NT} E \{ \xi_j^2 I(\epsilon_j^2 > \epsilon) \mid F_{j-1}^* \} \leq \epsilon^{-2} \sum_{j=1}^{NT} E \{ \xi_j^2 \mid F_{j-1}^* \}
= \epsilon^{-2} N^{s-2} \rho^{-4}(1 - \rho)^{-4} \sum_{i=1}^N \sum_{t=1}^T E \{ (Y_{it} - p_{it})^2 \mid Y_{t-1} \}
= \epsilon^{-2} N^{s-2} \rho^{-4}(1 - \rho)^{-4} \sum_{i=1}^N \sum_{t=1}^T p_{it}
= \epsilon^{-2} \rho^{-3}(1 - \rho)^{-4} N^{s-1} \rightarrow 0 \]

due to that \( \epsilon \leq \{ p_{it}^2 + (1 - p_{it})^3 \} \leq 2 \) as \( N^s \rightarrow \infty \). Thus, by the central limit theorem for MDA (Hall and Heyde, 2014, Corollary 3.1), (18) holds. This completes the proof.

**A.5 Proof of Theorem 4**

By (11), \( \hat{\rho}_{\text{MLE}} \) can be written as \( \hat{\rho}_{\text{MLE}} = \rho + \mathbf{S}_1 \mathbf{S}_2 \), where \( \mathbf{S}_1 = N^{s-1} \sum_i \sum_{t=1}^T w_i^T Y_{t-1} \) and \( \mathbf{S}_2 = N^{s-1} \sum_i \sum_{t=1}^T (Y_{it} - p_{it}). \) As a result, the conclusion of Theorem 3 holds if

\[ (19) \quad S_1 \rightarrow_\rho 1, \]

\[ (20) \quad \sqrt{N^2} S_2 \rightarrow_d N(0, \sigma^2_1), \]

as \( N^s \rightarrow \infty \). Subsequently, we prove (19) and (20) in Step 1 and Step 2 respectively.

**Step 1. Proof of (19).** In this step, it suffices to show that \( E(S_1)/N^{s-1} \rightarrow 1 \) and \( \text{var}(S_1)/N^{s-2} \rightarrow 0 \). We first rewrite \( S_1 \) as \( S_1 = N^{s-1} \sum_i \sum_{t=1}^T w_i^T Y_{t-1} - \sum_i \sum_{t=1}^T \mathbf{1}^T W Y_{t-1} \). Then it could be calculated that \( E(S_1) = \sum_{t=1}^T \mathbf{p}^{t-1} \mathbf{1}^T W Y_{t-1} \). As a result, we have \( E(S_1)/N^{s-1} \rightarrow 1 \). Second, to prove \( \text{var}(S_1)/N^{s-2} \rightarrow 0 \), it suffices to show \( \text{var}(1^T W Y_{t})/N^{s-2} \rightarrow 0 \) for \( t = 1, \ldots, T - 1 \) by Cauchy inequality. First note that \( \text{var}(1^T W Y_{t}) = 1^T \text{cov}(Y_{t}) W^T \). Next, for matrices \( M_1 = (m_{ij}^{(1)}) \in \mathbb{R}^{k_1 \times k_2} \) and \( M_2 = (m_{ij}^{(2)}) \in \mathbb{R}^{k_1 \times k_2} \), define \( M_1 \leq M_2 \) as \( m_{ij}^{(1)} \leq m_{ij}^{(2)} \) for \( 1 \leq i \leq k_1 \) and \( 1 \leq j \leq k_2 \). Then it can be verified that \( \text{cov}(Y_{t}) = \text{cov}(E(Y_{t} \mid Y_{t-1})) + E(\text{cov}(Y_{t} \mid Y_{t-1})) \)

\[ \leq \rho^2 W \text{cov}(Y_{t-1}) W^T + \epsilon^T \text{diag}(\rho W Y_{t-1} \circ (1 - \rho W Y_{t-1})) \]

\[ \leq \rho^2 W \text{cov}(Y_{t-1}) W^T + \rho^2 \text{diag}(W^T Y_{0}^T) \]

\[ \rho^2 \text{cov}(Y_{t-1}) W^T + \rho^2 \text{diag}(W^T Y_{0}^T) \]

where \( \circ \) is the Hadamard product and the inequality is due to that \( W \) is elementwisely non-negative. Apply (21) iteratively then it could be obtained that \( \text{cov}(Y_{t}) \leq \rho^2 \text{diag}(W^T Y_{0}^T) + \rho^2 \text{diag}(W^T Y_{0}^T) W^T + \cdots + \rho^{2t-1} W^T \text{diag}(W^T Y_{0}^T) W^T \rightarrow \rho^2 \text{cov}(Y_{t}) \). Recall \( \nu = \sum_{t=1}^T \rho^T Y_{0}^T \)

---
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and \( \tilde{\nu} = (I(\nu_i > 0)) \). Then we have \( W^T Y_0 \approx \tilde{\nu} \).

By condition (3) in Theorem 3, it could be derived that
\[
(N^*)^{-2} 1^T W^k \text{diag}(W^k Y_0)(W^k)^k 1 \leq (N^*)^{-2} 1^T W^k \text{diag}(\tilde{\nu})(W^k)^k 1 \rightarrow 0 \text{ as } N^* \rightarrow \infty.
\]

**Step 2. Proof of (20).** Define \( \zeta_{it} = (N^*)^{-1/2}(Y_{it} - \rho w_i^T Y_{t-1}) \) and \( \{ \zeta^*_j : \zeta^*_{i+(t-1)N} = \zeta_{it}, 1 \leq j \leq NT \} \). Then we have \( S_2 = \sum_{i=1}^{N} \sum_{t=1}^{T} \zeta_{it} = \sum_{j} \zeta^*_j \). Recall the sequence \( \{ Y^*_j : Y^*_{i+(t-1)N} = Y_{it}, 1 \leq j \leq NT \} \) and its corresponding set defined in Appendix A.3. Similar to the proof of Step 2 in Appendix A.3, it could be verified \( E(\zeta^*_j | F_{j-1}^*) = 0 \). As a result, \( \{ \zeta^*_j, F_{j}^* \} \) is a martingale difference array (MDA) and the central limit theorem for MDA could be applied. To this end, first, it could be verified \( E(\zeta^*_j^2) \leq 4(N^*)^{-1} < \infty \) due to that \( |Y_{it} - \rho w_i^T Y_{t-1}| \leq 2 \). Thus, \( E(\zeta^*_j^2) \leq 4(N^*)^{-1} < \infty \). Second, it could be calculated that
\[
\sum_{i=1}^{N} \sum_{t=1}^{T} E\left\{ \zeta_{i+(t-1)N}^* \mid F_{i+(t-1)N}^* \right\} = N^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} p_{it}(1 - p_{it}) \rightarrow \sigma^2_{1^*} \text{ according to condition (2) in Theorem 3.}
\]

Third, as \( N^* \rightarrow \infty \), it holds that \( 0 \leq p_{it}^0 + (1 - p_{it})^3 \leq 2 \) as \( N^* \rightarrow \infty \). Then, for any \( \epsilon > 0 \), we have that
\[
\sum_{i=1}^{N^*} N^T E\left\{ \zeta_{i}^*^2 I(\zeta_{i}^* > \epsilon) \mid F_{i-1}^* \right\} \leq \epsilon^{-2} \sum_{i=1}^{N^*} N^T E\left\{ \zeta_{i}^*^4 \mid F_{i-1}^* \right\}
\]
\[
= \epsilon^{-2} (N^*)^{-2} \sum_{i=1}^{N} \sum_{t=1}^{T} E\left\{ I(w_{it}^T Y_{t-1} > 0)(Y_{it} - p_{it})^4 \mid Y_{t-1} \right\}
\]

which converges to 0 in probability as \( N^* \rightarrow \infty \). Thus, by the central limit theorem for MDA (Hall and Heyde, 2014, Corollary 3.1), (20) holds. This completes the proof.

**A.6 Verifications of the conditions in Theorem 3 and Theorem 4**

We devote this section to verify the assumptions in Theorem 3 and Theorem 4 for three simulation studies. We set different sample size \( N = 500, 1000, 1500, 2000, 2500 \) and generate \( Y_0 \) independently according to Bernoulli distribution with \( p = 0.3 \) for \( 1 \leq i \leq N \). Then, \( Y_{t*} (t = 1, \cdots, T) \) are randomly generated according to model (1). Lastly, for each example, we set the network diffusion effect \( \rho = 0.5 \). The experiment is randomly replicated for 200 times to obtain a reliable result.

**A.6.1 Verification of conditions in Theorem 3**

In Theorem 3, we assume that \( N^* \rightarrow \infty \) as \( N \rightarrow \infty \) and \( N^*^{-1} \sum Z_i \rightarrow_p \sigma^2_{1^*} \). To verify the condition, we calculate the corresponding \( N^* \) and \( N^*^{-1} \sum Z_i \). The detailed information is given in Figure 5 and Figure 6. A clear pattern for \( N^* \rightarrow \infty \) as \( N \rightarrow \infty \) and a convergence pattern for \( N^*^{-1} \sum Z_i \rightarrow_p \sigma^2_{1^*} \) could be observed.
A.6.2 Verification of conditions in Theorem 4

In Theorem 4, the verification of Assumption (1) is the same as the Assumption (1) in Theorem 3. Then, we verify the Assumption (2) and (3) in Theorem 4 respectively. For Assumption (2), the convergence pattern of \((N^*)^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} \{p_{it}(1 - p_{it})\}\) is shown in Figure 7. Next, we verify the Assumption (3) and draw the result in Figure 8. As one could observe, the sequence \((N^*)^{-2} \sum_{t=1}^{T} \sum_{j \in J} \{\sum_{i} w_{ij}^{(t)}\}^2\) shows a clear convergence pattern to zero.
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Figure 8. \( (N^*)^{-2} \sum_{t=1}^{T} \sum_{j \in J} (\sum_{i \in I} w_{ij}^{(t)})^2 \) versus \( N \) in three models. The left panel for Dyad Independence Model. The middle panel for Stochastic Block Model. The right panel for Power-Law Model.
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